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Abstract 
When evaluating programme impact in a context where a randomised control trial is 
either infeasible or not appropriate, the quasi-experimental approach of Propensity 
Score Matching (PSM) is often used to construct a counterfactual. However, if there 
are imbalances remaining after PSM, selection bias may persist. Increasingly, 
researchers combine PSM and Difference-in-Differences (DID) to counter such 
imbalances. While there is guidance on applying this combined approach using panel 
data, applications of this approach in repeated cross-section settings are less frequent. 
In this paper, we present an innovative approach to combining PSM and DID when only 
cross-sections of data are available. We illustrate the methodology in the evaluation of 
EQUIP-T, a UK Department for International Development-funded education 
intervention in Tanzania. EQUIP-T is a four-year programme focused on improving 
teacher performance, school leadership, and community participation, aiming to 
increase the quality of primary education and improve pupil learning outcomes. This 
study is likely to represent the first practical application of this PSM with DID procedure 
for a repeated cross-section in an education evaluation. This paper will review the 
implementation of the methodology in the context of the EQUIP-T programme. It will 
also discuss strengths, appropriate contexts, and caveats to the approach, considering 
unobservable characteristics, time-variant imbalances, implementation of concurrent 
programmes, and challenges in calculating standard errors. In the first approach, the 
Average Treatment Effect on the Treated (ATT) was compared across time, between 
baseline and midline. In the second, PSM was used to match treatment units (pupils 
and teachers in EQUIP-T schools) over time to construct a pseudo panel from repeated 
cross-sections to estimate overall ATT. In the absence of panel data, the conventional 
PSM approach of matching individuals at baseline and then calculating impact at 
endline is not possible. The innovative pseudo panel approach addresses this, 
following a suggestion by Blundell and Costa Dias (2000, p. 451). Impact estimates on 
pupil tests are presented. Pupils’ test results were classified into one of five 
curriculum-linked performance bands in Swahili and in Mathematics. The PSM-DID 
analysis finds strong evidence that EQUIP-T has reduced the proportion of pupils in the 
bottom performance band for Swahili in programme schools. These results remain 
strong and highly significant across both our PSM with DID strategies.
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1 Introduction 
Randomised control trials (RCTs) are a widely used experimental design in 
counterfactual-based evaluations, as they are considered one of the most robust 
approaches by which to minimise the risk of confounding factors when measuring the 
impact of interventions. However, it is not always feasible or appropriate to evaluate a 
policy change or a programme using an RCT. For example, many health and education 
programmes are purposively targeted at the poorest geographical regions. In such 
settings, comparing recipients and non-recipients leads to biased estimates of impact 
as the two groups are likely to be dissimilar in terms of their individual characteristics. 
Consequently, the evaluator is faced with the challenge of selection bias, i.e. 
disentangling programme-driven differences from pre-existing differences between the 
two groups. Therefore, the fundamental problem that any alternative counterfactual-
based evaluation design must address is constructing a comparison group such that 
selection bias is removed.  

There are several quasi-experimental designs employed in the literature to construct a 
valid counterfactual, and it is the type of data available and the programme allocation 
rule that typically determine the choice of evaluation method (Blundell and Dias, 2009). 
In this paper, we consider a scenario where the programme is purposively targeted and 
data are available for both recipients and non-recipients independently sampled at two 
points in time – baseline (i.e. pre-programme) and midline (i.e. post-programme). The 
two methods often used to obtain an unbiased estimate of impact under these 
conditions are Propensity Score Matching (PSM) and Difference-in-Differences (DID). 
PSM is a method wherein recipients and non-recipients are matched on the estimated 
probability of participation based on their observable characteristics, thereby creating a 
comparable counterfactual. DID is an analytical approach where imbalances between 
the two groups are differenced over two waves of data to isolate attributable impact. 
The combination of these two approaches, the PSM-DID estimator, is also becoming 
increasingly popular as their combined strengths offset their individual weaknesses. 
The main appeal of this combined approach is that it mitigates both selection on 
observables (PSM) and selection on unobservables (DID). However, the bulk of the 
empirical literature applying PSM-DID procedures uses panel data, and detailed 
guidance on implementing the PSM-DID estimator in the absence of panel data is 
limited. This is a gap to be filled as repeated cross-sectional data is more common 
than panel data in policy/programme evaluations. Therefore, the aim of this paper is to 
discuss practical considerations to be made when implementing PSM-DID using 
repeated cross-sectional data and illustrate its implementation using the evaluation of 
an education intervention in Tanzania.  

This paper is organised as follows: Section 2 presents a brief literature review. Section 
3 provides an overview of the programme, evaluation design, and data sources. Section 
4 discusses our estimation strategy and its implementation. Section 4 presents results. 
Section 5 outlines some of the limitations, and Section 6 concludes the paper. 
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2 Related literature  
Heckman et al. (1997) were first to demonstrate that the PSM-DID estimator removes 
selection on both observables and unobservables. In one of the first empirical 
applications, Smith and Todd (2005) apply PSM, DID, and PSM-DID estimators to 
estimate the impact of a labour market training programme and find that the PSM-DID 
estimator is the most robust among the three estimators. An early suggestion on how 
these methods could be adapted to repeated cross-sectional data is found in Blundell 
and Costa Dias (2000). However, practical applications remain rare, especially in policy 
evaluations. Aerts and Schmidt (2008) constitute the most comprehensive application 
of this estimation strategy; they obtain PSM, DID, and PSM-DID estimators to assess 
whether public research and development (R&D) subsidies crowd out private R&D 
investment in Flanders and Germany. Since funded firms are likely to differ from non-
funded firms, they use matching procedures to construct a valid counterfactual. They 
implement three matching processes: For each treatment firm i in the post-treatment 
period (T1), a statistically similar control firm h is found in the same period. For each 
treated firm i and non-treated firm h in T1, a comparable firm, i.e. k and j respectively, is 
found in the pre-treatment period (T0). Since matching does not counter unobserved 
time-invariant heterogeneity, they combine this with DID in the second step. Therefore, 
the temporal difference between firm i and j is subtracted from the temporal difference 
between firm h and k to estimate the treatment effect. 

Similar methods are applied by a small number of other studies, including: Hong (2013) 
to estimate the effect of file sharing technology on record sales; Bönke et al. (2013) to 
estimate the extent to which fiscal equalisation schemes lead to states under-
exploiting their tax base in a federation; Hashim and Strong (2015) to examine whether 
a form of risk assessment reduces target price errors made by equity analysis; and 
Ordine and Rose (2016) to study the effects of a labour market deregulation policy in 
Italy. With the exception of Aerts and Schmidt (2008), the focus of all other papers is 
on advancing the thematic literature further. While Aerts and Schmidt (2008) present 
an overview of the empirical implementation, a more nuanced discussion on the 
implementation of the PSM-DID estimator is absent. Our paper seeks to fill this gap in 
the methodological literature by delineating the key elements underpinning the 
method’s implementation. 
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3 Programme and evaluation 
context 

3.1 The programme  

The Education Quality Improvement Programme Tanzania (EQUIP-T) is a four-year, UK 
Department for International Development-funded, Government of Tanzania 
programme focused on improving teacher performance, school leadership, 
community participation, and district management of schools, aiming to increase the 
quality of primary education and improve pupil learning outcomes. The programme 
started in 2014 in five of mainland Tanzania’s 26 regions. Two years later it expanded 
into seven regions. The programme has now been extended to 2020 with a further two 
regions added. 

The programme was designed based on a theory of change (ToC) captured in Figure 1. 
It identifies six groups of constraints acting on pupils’ capability to learn to their full 
potential.  
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Figure 1: EQUIP-T programme ToC 

 

Source: Cambridge Education (2014). 
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The programme’s overarching theory is that, by reducing or removing these 
constraints, the quality of education and pupil learning will improve. The programme 
has grouped its interventions into five components (reduced from the six shown in 
Figure 1), each related to a set of constraints. Each component is linked to a 
programme output. Gender is a cross-cutting theme, and gender-specific interventions 
are included under each component. The five outputs are: 

• Output 1: enhanced professional capacity and performance of teachers; 
• Output 2: enhanced school leadership and management skills; 
• Output 3: strengthened systems that support the district and regional management 

of education; 
• Output 4: strengthened community participation and demand for accountability; 

and 
• Output 5: strengthened learning and dissemination of results. 

Together, changes in these five outputs are intended to reduce constraints on pupil 
learning and thereby contribute to better-quality education (outcome) and ultimately 
improved pupil learning (impact).  

3.2 The evaluation design 

The EQUIP-T Managing Agent purposively selected the regions and districts into the 
programme on the basis of these being disadvantaged in terms of education and other 
social and economic indicators. The purposive allocation makes a randomised 
evaluation of EQUIP-T non-viable, and therefore a quasi-experimental evaluation with 
matched control schools was designed. This approach creates an ideal setting in 
which to implement the PSM-DID estimator. 

3.3 The data 

This paper relies on the baseline (2014) and the midline (2016) data that were 
collected from a panel of 100 treatment schools and 100 comparison schools in 
Tanzania. Within schools, data were elicited from head teachers, teachers, pupils, and 
parents. The total sample comprises just under 3,000 Grade 3 pupils and over 800 
teachers across treatment and comparison schools in each survey wave. However, 
data on teachers and pupils are not longitudinal, i.e. a new cross-section of teachers 
and pupils is sampled at each survey wave, thus resulting in two cross-sections of 
data. 
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4 Estimation strategy 

4.1 PSM  

The key problem that matching attempts to solve is the problem of selection bias. As 
geographical areas were purposively selected to receive the intervention, pupils and 
teachers from schools that did receive EQUIP-T support could be systematically 
different from individuals in control schools that did not receive such support. Simple 
comparisons of indicators across such dissimilar groups would be invalid and biased 
to infer programme impact. 

Matching tackles this problem by constructing a control group of pupils (or teachers) 
who are similar to treated pupils (or teachers) in terms of a number of relevant 
characteristics. Essentially, matching limits the impact estimation sample to 
statistically identical treatment and control observations. This is done by matching and 
comparing outcomes for units in the treatment group with control units that are as 
similar as possible to each other according to a set of relevant observable 
characteristics, i.e. comparing like with like only. In this study we use PSM, which is 
one among the many established matching methods. 

PSM is a two-stage analytical approach that employs a propensity score as a 
‘comparator metric’ that summarises the information of the set of relevant 
characteristics, i.e. the ones that drive selection bias. This propensity score can also be 
interpreted as an estimation of the hypothetical probability of any individual being in 
the treatment group, given its characteristics. The first stage of any PSM analysis is to 
compute a valid propensity score for each unit of observation. The second stage is to 
then compare outcome indicators of interest across units (i.e. teachers or pupils in this 
case) with similar propensity scores. Note that because outcome indicators from 
treatment units are compared to outcome indicators from specific control units based 
on the propensity score, the estimated average treatment effect will be valid for the 
group of treatment observations only. This means that PSM allows the estimation of 
an Average Treatment Effect on the Treated (ATT). Extrapolating this estimate beyond 
the population for which the treatment sample is representative is not possible. 

4.1.1 PSM first stage model selection 

The validity of any PSM approach also depends on how well it reduces any imbalance, 
and thereby selection bias, between treatment and control groups. Achieving balance 
means that if matched appropriately treatment and control groups’ characteristics will 
not be significantly different from each other. In other words, this means that, across 
the list of relevant characteristics that are assumed to drive selection bias, the 
treatment and control groups will be statistically similar to each other.  

To estimate the propensity score in the first stage, this study built on the procedure 
suggested by Imbens and Rubin (2015, p. 281 ff.). The underlying model specification 
for this procedure is either a logit or probit regression for the first stage. This means 
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that the propensity scores are estimated by first specifying treatment and control 
assignment as a binary variable that has the values 0 (for control) and 1 (for 
treatment). The estimated scores are then modelled as the fitted values that are 
derived from a logit or probit estimation, with the binary treatment variables as 
dependent variables and the covariates across which balance is supposed to be 
achieved as the regressors. These fitted values lie between 0 and 1.  

To be more concrete, in the case of a logistic regression specification, the binary 
response variable is modelled as follows:  

Pr(𝑇𝑇 = 1 |𝑋𝑋𝑖𝑖) = 𝑒𝑒𝑓𝑓(𝑋𝑋𝑖𝑖)

1+𝑒𝑒𝑓𝑓(𝑋𝑋𝑖𝑖)
 , (1) 

where Pr(𝑇𝑇 = 1 |𝑋𝑋𝑖𝑖) is the probability of the treatment indicator (𝑇𝑇) being equal to one, 
conditional on the covariates (𝑋𝑋𝑖𝑖) for unit 𝑖𝑖. The function 𝑓𝑓(𝑋𝑋) is normally modelled 
linearly, i.e. is of the form 𝑓𝑓(𝑋𝑋) = 𝑋𝑋𝑋𝑋. The coefficients of this function (𝑋𝑋) are estimated 
using maximum likelihood techniques. The fitted values, i.e. the predicted probabilities 
that follow from this procedure, are the propensity scores for each unit of observation.  

The key question for the first stage is which covariates to include in in 𝑓𝑓(𝑋𝑋) so that this 
procedure produces a valid estimate of the propensity score. Building on the procedure 
described in Imbens and Rubin (2015) for selecting covariates, this study implemented 
the following four-step approach to make this decision. 

1. Select a set of basic covariates based on substantive grounds 

The starting point for the PSM analysis was to select variables that were likely to be 
relevant and valid to be used for this analysis from a theoretical perspective. ‘Relevant’ 
implies that variables selected were theoretically expected to be correlated with 
treatment status and treatment effects, thereby introducing selection bias in a simple 
comparison of treatment outcomes between control and treatment groups.  

To be ‘valid’, variables had to be unaffected by the programme. In a repeated cross-
sectional setting, PSM is implemented at both baseline and midline, using a consistent 
selection model. However, outcome variables at midline are influenced by the 
programme, and therefore we restricted the list of valid variables to those unaffected 
by the programme.  

2. Increase the set of valid covariates based on algorithmic approaches  

In addition, we employed forwards and backwards stepwise regressions to rationalise 
the number of covariates. The underlying idea behind both approaches is to check 
each covariate, step-by-step, for significant correlation with the outcome and treatment 
assignment variable separately. We set the level of significance at 5%, and only those 
variables that showed significance in either of two sets of regressions were retained 
for further consideration.  

3. Increasing the set of covariates with polynomial and interaction terms using 
algorithmic selection 

In a third step, we employed the same method of stepwise regressions (backwards and 
forwards) to augment the set of covariates by quadratic terms or interactions of 
variables that had already been selected in steps one and two. The rationale behind 
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this is the fact that balance might only be achieved if the propensity score is estimated 
using non-linear transformations of the variables selected in the first two steps 
(Imbens and Rubin, 2015, p. 287).  

4. Assessing whether the covariates are compatible with the midline data 

In the case of panel data, matching variables are selected using baseline data. 
However, model selection in a repeated cross-sectional setting is less straightforward; 
an additional step involved ensuring that the selection model was consistent across 
both datasets. Consequently, any variables in the baseline selection model that 
displayed multi-collinearity in the midline data were dropped from the selection model. 
The result of this process was the identification of an optimal selection model 
comprising a set of covariates that were included in the first stage estimation of the 
propensity score.  

4.1.2 Second stage algorithm selection 

There are a variety of algorithms available to implement the second stage of PSM, i.e. 
to match control and treatment units to each other based on the propensity score 
estimated in the first stage. For all approaches, the goal is to find appropriate (i.e. 
sufficiently similar) control group members for treatment group members. We follow 
Caliendo and Kopeinig (2005) in determining the appropriate algorithm for this study.  

Selecting the appropriate matching algorithm for a PSM exercise is not straightforward 
and requires careful analysis of how well balanced samples are after employing 
algorithms with certain sub-specifications. In general, however, the selection of models 
in this study was based on the fact that discriminating between models poses a 
bias/variance trade-off in the estimated treatment effect.  

We selected kernel matching with appropriate trimming and enforcement of common 
support as the main algorithm as it is a good compromise between these different 
approaches. In order to find the optimal estimation model this study used different 
kernel matching algorithms with different bandwidths and trimming levels. These 
different results were then compared with respect to the best balancing properties, 
with the best performing approach being selected as the optimal one. This was again 
conducted for each estimation strategy for each of the outcome variables and for both 
rounds of data separately. 

4.1.3 Key PSM assumptions: common support and 
conditional independence 

There are two key assumptions that need to hold for PSM to be a valid approach to 
estimating treatment effects: the common support assumption and the conditional 
independence assumption.  

The common support assumption states that the estimated propensity score for all 
individuals in the treatment and control groups must lie within 0 and 1. Expressed 
differently, individuals in both groups must have a positive non-zero probability of 
belonging to either the treatment or control group and the distribution of those 
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probabilities across the two groups must be such that comparable individuals across 
the groups can be found. This can easily be enforced by only comparing observations 
with appropriate propensity scores.  

The second key assumption is the conditional independence assumption, which posits 
that, once observable characteristics have been accounted for, the outcome measure 
is not related to the treatment status anymore, other than via the effect of the 
programme. This means that any bias that arises due to participation in the 
programme has been dealt with. Note that this includes biases that arise due to 
unobservable factors – PSM cannot control for these and the assumption is that once 
observable characteristics have been dealt with no unobservable bias will remain.  

The validity of any PSM approach therefore crucially depends on how well the 
approach reduces any imbalance between treatment and control groups. If the groups 
show good balancing properties on observables, then it is reasonable to assume that 
there is no imbalance on unobservables. Therefore, assessing the balance of 
covariates after matching is a key step for any PSM analysis. The more balanced 
samples are after matching, the more plausible is it that the conditional independence 
assumption holds. The following paragraphs explain how balance assessments were 
implemented in the current study.  

4.1.4 Assessing balance 

To select between different matching algorithms and to assess covariate balance after 
matching, we compared matching models along a variety of dimensions. First, 
individual covariate balance was assessed across samples by looking at the 
standardised difference in means across treatment and control groups both before and 
after matching. This standardised difference is the difference in group averages over 
the square root of the average of the sample variances. If samples are balanced, this 
difference should be small and matching should reduce this standardised difference in 
comparison to the unmatched samples.  

In addition, we performed t-tests to assess whether differences across treatment and 
control groups were statistically significant. If balance is achieved with PSM, 
differences between treatment and control groups should be negligible and therefore 
should not be significantly different from zero.  

In this context, the covariates’ variance ratios of the treated over the control measures 
was also assessed. If there is perfect balance across samples, then covariates should 
be distributed equally and hence this ratio should be equal to one. 

All these measures give an indication of whether specific individual covariates are 
balanced across treatment and control groups. To assess overall variance, this study 
used two statistics that summarise covariate balance in the sample at hand: Rubin’s B 
and Rubin’s R. Rubin’s B reflects the absolute standardised difference of the means of 
the propensity score in the treated and control groups (unmatched and matched). 
Rubin’s R is the ratio of the treated to control variances of the propensity scores. Rubin 
(2001) suggests that the value of B should lie below 25 and that R should lie between 
.5 and 2 for overall balance to be sufficient. Together, Rubin’s B and Rubin’s R provide 
an informative indication of the trade-off between bias and variance across the 
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treatment and control groups, as both test results change before and after the 
matching procedure.  

Matching procedures were implemented using the psmatch2 package in Stata (14.1) 
and balancing tests were carried out using the pstest package, which provides the 
results for all of the statistics mentioned above.1 

Finally, the distribution of propensity scores was also analysed graphically. Ideally, 
propensity scores should be distributed equally across treatment and control groups. 
Very skewed/diverging distributions could be an indication that balance has not been 
achieved successfully.  

PSM was used as the core strategy to answer questions of programme impact. 
However, some outcome indicators showed significant difference between treatment 
and control groups, despite showing appropriate covariate balance, at baseline.  

In order to address this issue, the current study combined PSM with a DID approach. In 
the following sections, we present the general theoretical principles underlying DID, and 
then discuss how the two methods have been combined in this study.  

4.2 DID 

DID is an approach that exploits the fact that data from the same treatment and control 
schools were collected at two points in time, i.e. at baseline and at midline. The idea 
behind this approach is quite straightforward: it compares data from treatment and 
control schools both at baseline and midline. First, this happens separately. Then, in a 
second step, these baseline and midline comparisons are compared to each other. If, 
for example, the difference at baseline between treatment and control was smaller 
than at midline, this would indicate that the treatment has had an effect on treatment 
observations. Figure 2 below exemplifies this logic.  

In the present case, the comparisons at baseline and midline in the first step are not 
simple comparisons of descriptive statistics but rather PSM estimations of any 
statistical significant differences between treatment and control groups. Estimates 
from these are then, in a second step, compared to each other across time. The key 
impact estimates presented in this paper are the results of this double difference of 
PSM estimates. 

  

                                                

1 See http://fmwww.bc.edu/repec/bocode/p/pstest.html for details. 

http://fmwww.bc.edu/repec/bocode/p/pstest.html
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Figure 2:  Visual representation of DID analysis 

 

The key assumption that needs to hold for DID to identify programme effects is that, as 
can be seen in Figure 2 above, without the treatment (i.e. the EQUIP-T intervention) the 
difference between control and treatment groups at the second time point (i.e. the 
midline of the EQUIP-T evaluation) would have been the same as in the first time point 
(i.e. the baseline of the EQUIP-T evaluation). This is referred to as the parallel trend 
assumption.  

In the present case, this means that, without the treatment, imbalances remaining after 
PSM would be the same at baseline and at midline. Note that this means that such 
imbalances must be assumed to be constant across time. Taking the second 
difference across time removes such baseline imbalances from the estimation, which 
hence allows programme impact to be isolated and robustly inferred.  

Importantly, for panelled observations, this also includes time-invariant unobservable 
characteristics that might be correlated to the outcome measure and the treatment 
status. In the present case, this means that any such school-level characteristics are 
also controlled for. This increases the robustness of findings because PSM alone 
cannot control for unobservable characteristics driving selection bias.  

Therefore, combining DID with PSM helps to control for remaining imbalances that may 
exist between treatment and control groups after matching. Taking the difference 
between matched comparisons at baseline and at midline allows researchers to isolate 
with confidence the programme impact on beneficiaries (i.e. teachers and pupils in this 
case). 
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4.3 Combining DID and PSM  

In this study, two different approaches have been used to combine PSM with DID: 

1. Strategy A: Directly comparing ATT estimates at midline and baseline across 
time.  

2. Strategy B: Matching treatment observations across time to construct a 
pseudo panel of treatment observations and to construct an overall ATT 
estimate using this pseudo panel only.  

In Strategy A, the impact estimate is derived as the direct difference of baseline and 
midline estimations of ATTs derived from PSM at baseline and midline. Essentially, this 
amounts to comparing two estimated treatment coefficients with each other. In theory, 
ATT estimates at baseline should be close to zero because EQUIP-T had not started at 
that time yet. However, as described above and as can be seen in Section 4, this was 
not always the case, despite good balancing performance of models at baseline. 
Taking into account the ATT estimate at midline therefore means that the overall 
impact of EQUIP-T is defined as the difference that EQUIP-T made in the estimated 
ATT at midline, compared to the baseline estimate: 

𝐴𝐴𝑇𝑇𝑇𝑇𝑜𝑜𝑜𝑜𝑒𝑒𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 𝐴𝐴𝑇𝑇𝑇𝑇𝑚𝑚𝑖𝑖𝑚𝑚𝑜𝑜𝑖𝑖𝑚𝑚𝑒𝑒 − 𝐴𝐴𝑇𝑇𝑇𝑇𝑏𝑏𝑜𝑜𝑏𝑏𝑒𝑒𝑜𝑜𝑖𝑖𝑚𝑚𝑒𝑒 . (2)  

Of course, the main goal is to conduct inference on this estimate, i.e. to see whether 
the overall ATT estimate is different from zero or not. Test statistics for the estimate 
defined in Equation 2 are calculated using the formula for comparing coefficient 
estimates as presented in Paternoster et al. (1998). Using this test statistic, this study 
then calculates whether the estimated ATT is significantly different from zero or not 
from a statistical point of view. Note that all standard errors for the midline and 
baseline ATT used are based on bootstrapping procedures for PSM estimates.  

Strategy B is the main innovation of this paper. There, additional matching is used to 
create a ‘pseudo panel’ of treatment observations (i.e. teachers and pupils in EQUIP-T 
schools) across time, given that these have not been panelled and were surveyed as 
repeated cross-sections. Figure 3 depicts this process graphically.  

In a first step, treatment observations from teacher and pupil samples are uniquely 
matched across the two time periods. This is done using a Nearest Neighbour PSM 
approach without replacement. This means that for each treatment observation at 
baseline a unique comparator is found at midline.  

For this ‘pseudo panel’ of treatment observations, values obtained for their respective 
matched comparisons at baseline and midline are then used to calculate differences 
between estimated control group and treatment group individuals at baseline and at 
midline separately, using the same PSM models as in the main estimations. Note that 
kernel matching at baseline and midline provides, for each treatment observation, an 
appropriate estimated counterfactual value based on the PSM estimation. This value is 
used to calculate the first difference between treatment observations and 
counterfactuals, as part of the double differencing approach underpinning the DID 
analysis. In a final step, those differences are then compared across baseline and 
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midline for the ‘pseudo panel’. The average of this double difference for the pseudo 
panel is the estimated overall ATT. Note that, in implementing this approach, the 
current study is one of only a handful to follow a suggestion by Blundell and Costa Dias 
(2000, p. 451). 

The key difference between strategies A and B is that this double differencing in the 
latter is implemented only across treatment observations that are similar to each other, 
as they have been matched one-to-one in the first step.  

Figure 3:  Visual representation of Strategy B for PSM with DID  
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5 Results 
We illustrate the estimation methodology outlined in the previous section by applying it 
to estimate the impact of EQUIP-T on four pupil learning outcomes. Pupil learning is 
assessed based on early grade reading and Mathematics tests administered to Grade 
3 pupils. The raw pupil scores are analysed using the Rasch model of item response to 
produce estimates of pupil performance and item difficulty on a common interval 
scale. The pupils are then classified into curriculum-linked performance bands based 
on their performance, which constitute the final impact indicators:  

• Proportion of pupils in the bottom performance band of the interval scale for 
Mathematics; 

• Proportion of pupils in the top performance band of the interval scale for 
Mathematics; 

• Proportion of pupils in the bottom performance band of the interval scale for 
Kiswahili; and 

• Proportion of pupils in the top performance band of the interval scale for Kiswahili. 

5.1 Presentation of results 

For each outcome variable, three sets of results are presented in this paper: (a) the 
second stage results; (b) the propensity score matched outcomes at baseline and 
midline; and (c) the PSM-DID estimates. The following paragraphs use the example of 
Figure 4 to explain the interpretation of results in detail.  

First, the second stage results for Strategy A are presented, as illustrated in Figure 4 
for the indicator on the top performance band for Mathematics. The figure is divided 
into two panels: the top panel shows the baseline results and the bottom panel the 
midline results. The format for each panel is as follows:  

• The first graph on the left-hand side indicates how individual variables balance 
before and after matching. The x-axis displays the standardised bias, which is the 
percentage difference of the sample means in the treated and non-treated 
(unmatched or matched) subsamples as a percentage of the square root of the 
average of the sample variances in the treated and non-treated groups 
(Rosenbaum and Rubin, 1985). In Figure 4 below, for example, the unmatched 
samples display large imbalances with standardised bias being present across 
many of the covariates of interest. However, once matching takes place, the 
standardised imbalances are diminished. We present distinct graphs for each 
outcome as the selection models differ across outcomes due to the data-driven 
selection process. 

• The second graph, on the right-hand side, shows the distribution of propensity 
scores across treatment and control groups. This graph visually confirms that, after 
dropping observations that are off common support, both treatment and control 
groups contain observations with propensity scores across the full range of the 
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distribution. This is an indication of overall balance. Although the distributions of 
propensity scores across treatment and control groups would ideally be symmetric, 
the presence of some level of skewness does not put at risk the estimation 
procedure, as indicated by the balance achieved for each covariate and the overall 
values of Rubin’s R and B after matching.  

• The remaining rows on the right-hand side display information related to the PSM 
model. The bandwidth and level of trimming for the optimal PSM model can be 
found in the first two rows. For example, the optimal model has a bandwidth of 2 
and a trimming value of 13 for the baseline sample in Figure 4. This is then 
followed by the number of observations on common support in the next row, and 
then the Rubin’s R and Rubin’s B values both before and after matching. Generally, 
a Rubin’s B score under 25 after matching is desirable, while a Rubin’s R score 
between 1 and 1.25 is the preferred range after matching (Rubin, 2001). The 
unmatched samples are particularly unbalanced; for instance, the Rubin’s B for the 
baseline sample and the midline sample is 85.47 and 70.87 respectively. However, 
the Rubin’s B scores after matching, which are all below 25, show how matching 
removes the previous imbalances. 

• Finally, the remaining rows on the right-hand side indicate the ATT for each 
corresponding survey wave and the associated standard errors. Both bootstrapped 
and non-bootstrapped standard errors are presented for robustness purposes.  

Proportion of pupils in the top performance band for 
Mathematics 

Figure 4:  Mathematics top band: Second stage results (Strategy A) 

Standardised bias across covariates and ATT Balancing 

Baseline 

 

 

Bandwidth 2 

Trimming 13 

N on common support 2576 

Rubin’s B  

Rubin’s R 

[before 

matching] 

85.47 

0.48 
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ATT 

SE (bootstrapping) 

SE (no bootstrapping) 

0.00 

(0.011) 

(.01) 

Rubin’s B  

Rubin’s R 

[after 

matching] 

25.51 

1.09 

 

Midline  

 

 

Bandwidth 4 

Trimming 13 

N on common support 2505 

Rubin’s B  

Rubin’s R 

[before 

matching] 

70.87 

1.09 

ATT 

SE (bootstrapping) 

SE (no bootstrapping) 

-0.03 

(0.018) 

(0.014) 

Rubin’s B  

Rubin’s R 

[after 

matching] 

22.31 

0.94 

 

Second, the mean values of the matched outcome and associated confidence intervals 
at baseline and midline for the treatment group and the control group are plotted. An 
example can be seen in Figure 5 for the top performance band in Mathematics. For the 
treatment group, the mean of the outcome variable is plotted for observations on 
common support. For the control group, the mean of the counterfactual outcome 
estimated by the matching algorithm is plotted here.  
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Figure 5:  Mathematics top band: Matched outcome at baseline and midline 

 

Finally, the PSM-DID estimate for both Strategy A and Strategy B are presented, along 
with the associated bootstrapped and non-bootstrapped p-values. Table 1 provides an 
example of how the overall impact result should be interpreted across the two 
strategies. In that table, the PSM-DID estimate from Strategy B shows a statistically 
significant negative trend in EQUIP-T schools, although this finding is not confirmed by 
Strategy A, which fails to detect a similarly significant negative trend.  

Table 1:  Mathematics top band: PSM-DID estimate 

 Strategy A Strategy B 

PSM-DID estimate 
P-value (bootstrapping) 
P-value (no bootstrapping) 

-0.03 
(0.13) 
(0.07) 

-0.04 
(0.003) 
(0.003) 

 

The balancing results for Strategy B – where treatment observations across the two 
survey waves are matched – are also summarised at the end for each outcome 
indicator, as illustrated in Table 2. This table shows that the balancing properties for 
this matching process concerning this particular indicator were not ideal – note that 
Rubin’s R is above 25. Although this strategy does not confirm the finding from 
Strategy A, this cannot lead us to change our overall conclusion that EQUIP-T did not 
have a significant impact on this outcome indicator.  
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Table 2:  Mathematics top band: Balancing results (Strategy B) 

Balancing results from matching treatment observations across baseline and 
midline 
Caliper .4 

N for common support 1586 

Rubin’s B 
Rubin’s R 

[before 
matching] 

89.31 
1.27 

Rubin’s B 
Rubin’s R 

[after matching] 28.4 
0.9 

Proportion of pupils in the bottom performance band for 
Mathematics 

Figure 6:  Mathematics bottom band: Second stage results (Strategy A) 

  

Standardised bias across covariates and ATT Balancing 

Baseline 

 

 

Bandwidth 4 

Trimming 10 

N on common support 2519 

Rubin’s B  

Rubin’s R 

[before 

matching] 

102.72 

0.88 

ATT 

SE (bootstrapping) 

SE (no bootstrapping) 

0.04 

(0.014) 

(0.015) 

Rubin’s B  

Rubin’s R 

[after 

matching] 

20.6 

1.36 
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Figure 7:  Mathematics bottom band: Matched outcome at baseline and midline 

 

Midline  

 

 

Bandwidth 6 

Trimming 15 

N on common support 2605 

Rubin’s B 

Rubin’s R 

[before 

matching] 

50.77 

7.82 

ATT 

SE (bootstrapping) 

SE (no bootstrapping) 

0.05 

(0.012) 

(0.017) 

Rubin’s B 

Rubin’s R 

[after 

matching] 

25.83 

0.3 
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Figure 7 above shows that the PSM estimates point to an overall decrease in the 
proportion of pupils in the bottom performance band for Mathematics, but without 
much difference in this trend across treatment and comparison schools. As can be 
seen in Table 3 below, this means that the study does not find any evidence of a 
statistically significant impact of EQUIP-T on the proportion of pupils in the bottom 
performance band for Mathematics. The two strategies are consistent with each other 
in regard to this assessment. 

Table 3:  Mathematics bottom band: PSM-DID estimate 

 Strategy A Strategy B 

PSM-DID estimate 
P-value (bootstrapping) 
P-value (no bootstrapping) 

0.002 
(0.92) 
(0.93) 

-0.001 
(0.50) 
(0.50) 

 

Table 4 below presents results on the balancing properties of Strategy B. As can be 
seen in the ‘after matching’ row, balancing is not ideal for treatment observations 
across time.  

Table 4:  Mathematics bottom band: Balancing results (Strategy B) 

Balancing results from matching treatment observations across baseline and 
midline 

Caliper 0.4 

N for common support 1844 

Rubin’s B 
Rubin’s R 

[before 
matching] 

85.89 
1.04 

Rubin’s B 
Rubin’s R 

[after matching] 28.09 
0.81 
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Proportion of pupils in the top performance band for 
Kiswahili 

Figure 8:  Kiswahili top band: Second stage results (Strategy A) 

Standardised bias across covariates and ATT Balancing 

Baseline 

 

 

Bandwidth 6 

Trimming 10 

N on common support 2564 

Rubin’s B  

Rubin’s R 

[before 

matching] 

87.75 

0.5 

ATT 

SE (bootstrapping) 

SE (no bootstrapping) 

-0.04 

(0.018) 

(0.016) 

Rubin’s B  

Rubin’s R 

[after 

matching] 

23.96 

0.97 

Midline  

 

 

Bandwidth 6 

Trimming 10 

N on common support 2643 

Rubin’s B 

Rubin’s R 

[before 

matching] 

71.97 

1.1 
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ATT 

SE (bootstrapping) 

SE (no bootstrapping) 

-0.03 

(0.023) 

(0.021) 

Rubin’s B 

Rubin’s R 

[after 

matching] 

28.83 

1.47 

 

Figure 9:  Kiswahili top band: Matched outcomes at baseline and midline 

 

While both strategies show a positive change in the proportion of pupils in the top 
performance band for Kiswahili, this result is not statistically significant and, therefore, 
the analysis is unable to provide a positive assessment on the impact of EQUIP-T on 
this indicator. 

 Table 5:  Kiswahili top band: PSM-DID estimate 

 Strategy A Strategy B 

PSM-DID estimate 
P-value (bootstrapping) 
P-value (no bootstrapping) 

0.012 
(0.67) 
(0.68) 

0.02 
(0.28) 
(0.28) 
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Table 6:  Kiswahili top band: Balancing results (Strategy B) 

Balancing results from matching treatment observations across baseline and 
midline 
Caliper 0.3 

N for common support 1630 

Rubin’s B 
Rubin’s R 

[before 
matching] 

88.5 
1.18 

Rubin’s B 
Rubin’s R 

[after matching] 24.63 
0.43 

Proportion of pupils in the bottom performance band for 
Kiswahili 

Figure 10:  Kiswahili bottom band: Second stage results (Strategy A) 

Standardised bias across covariates and ATT Balancing 

Baseline 

 

 

Bandwidth 6 

Trimming 8 

N on common support 2641 

Rubin’s B  

Rubin’s R 

[before 

matching] 

99.25 

0.47 
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ATT 

SE (bootstrapping) 

SE (no bootstrapping) 

0.13 

(0.02) 

(0.02) 

Rubin’s B  

Rubin’s R 

[after 

matching] 

18.98 

1.5 

Midline  

 

 

Bandwidth 6 

Trimming 10 

N on common support 2577 

Rubin’s B 

Rubin’s R 

[before 

matching] 

68.57 

0.81 

ATT 

SE (bootstrapping) 

SE (no bootstrapping) 

0.05 

(0.016) 

(0.018) 

Rubin’s B 

Rubin’s R 

[after 

matching] 

26.83 

1.33 
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Figure 11:  Kiswahili bottom band: Matched outcomes at baseline and midline 

 

As seen in Figure 11, PSM analyses at baseline and midline point to a decreasing gap 
between treatment and comparison schools in terms of pupils who are in the bottom 
performance band for Kiswahili. This means that the overall PSM-DID analysis finds 
strong evidence that EQUIP-T has reduced the proportion of pupils in the bottom 
performance band for Kiswahili in programme schools (see Table 7 below). These 
results remain strong and highly significant across both Strategy A and Strategy B. 

Table 7:  Kiswahili bottom band: PSM-DID estimate 

 Strategy A Strategy B 

PSM-DID estimate 
P-value (bootstrapping) 
P-value (no bootstrapping) 

-0.08 
(0.00) 
(0.00) 

-0.07 
(.00) 

(0.001) 

 

The balancing results for Strategy B across time for treatment observations, presented 
below, show that for this outcome indicator the balancing after matching is within 
acceptable ranges. This further strengthens the findings presented above suggesting 
that EQUIP-T has significantly reduced the proportion of children in the bottom 
performance band for Kiswahili in treatment schools, compared to a counterfactual 
situation without EQUIP-T.  
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Table 8:  Kiswahili bottom band: Balancing results (Strategy B) 

Balancing results from matching treatment observations across baseline and 
midline 
Caliper 0.4 

 

N for common support 1798 

Rubin’s B 
Rubin’s R 

[before matching] 91.49 
1.18 

Rubin’s B 
Rubin’s R 

[after matching] 24.99 
1.01 
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6 Limitations 
Four key caveats related to the present estimation strategy need to be mentioned here. 
First, PSM only controls for observable characteristics that cause selection bias. This 
is a problem for any impact identification strategy that relies on controlling only for 
factors (variables) that can be observed in the data – not only PSM. PSM helps 
address this by allowing for extensive balancing checks after matching, which can 
provide substantial evidence for the fact that balance is achieved across a large variety 
of characteristics and – by implication – is also likely to extend to unobservables. In 
this study, such extensive balancing checks were implemented. In addition, as 
explained above, the DID strategy implemented in the present case helps to control for 
remaining imbalances that may be due to time-invariant unobservable variables. 

Second, DID helps to deal with time-invariant imbalances but not time-variant ones. 
This means that only time-invariant imbalances that remain after PSM would be 
controlled for, in contrast to imbalances that vary over time. In the present case, this is 
addressed by extensive balancing tests, which show little remaining covariate 
imbalance in general after PSM, by showing that results are robust to a variety of 
different PSM specifications, and by showing that results are robust to two separate 
DID strategies. Together, this evidence suggests the results are robust, remaining 
imbalances are small, and results are unlikely to be sensitive to or to be driven by such 
imbalances – even if they were time variant.  

Finally, calculating standard errors of estimated treatment effects using PSM methods 
is not straightforward. As Caliendo and Kopeinig (2005, p. 18) put it, ‘The problem is 
that the estimated variance of the treatment effect should also include the variance 
due to the estimation of the propensity score, the imputation of the common support, 
and possibly also the order in which treated individuals are matched’. These 
estimations increase the variation of the treatment effect estimates over and above 
normal sampling variation. There is no consensus in the literature on how to take this 
into account.  

A popular approach to solve this problem is to bootstrap standard errors for the 
estimated treatment effect. Each bootstrap draw re-estimates both the first and 
second stages of the estimation. This produces N bootstrap samples for which the 
ATT is estimated. The distribution of these means approximates the true sampling 
distribution, and therefore the standard errors of the population mean (Caliendo and 
Kopeinig, 2005, p.18). Following this approach, we implemented bootstrapping using 
200 repetitions to estimate the standard errors of the estimated treatment effects.  
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7 Conclusion 
In contexts where an RCT is not possible or is not appropriate, alternative approaches 
are necessary to identify impact. PSM tackles the problem of selection bias by using 
data from a control group to construct appropriate comparisons to pupils or teachers 
in the treatment group, thus building a valid counterfactual. However, even after 
implementing a matching procedure, some imbalances across treatment and control 
groups can remain, which potentially could invalidate an impact identification strategy 
unless further analysis is implemented. In this paper we have demonstrated an 
innovative approach that builds a more efficient and unbiased PSM model and then 
combines PSM with DID analysis through two different techniques to control for time-
invariant imbalances by comparing data from treatment and control schools at both 
baseline and midline. 

In the first approach, the ATT was compared across time, between baseline and 
midline. In the second, PSM was used to match treatment units over time to construct 
a pseudo panel from repeated cross-sections to estimate overall ATT. In the absence 
of panel data, the conventional PSM approach of matching individuals at baseline and 
then calculating impact at endline is not possible. The innovative pseudo panel 
approach addresses this, following a suggestion by Blundell and Costa Dias (2000, p. 
451). 

The PSM approach augmented by DID was applied to the evaluation of an education 
programme in Tanzania. This study is the first practical application of this PSM with 
DID procedure for a repeated cross-section in an education-related evaluation of 
teachers and pupils. It is also one of the few studies that presents in detail the model 
implementation, including an innovative approach to mixing PSM with DID.  
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